
Coreference resolution

Borrowing from Roger Levy, Christopher Manning, Dan Klein, 
and Andy Kehler 



Reference Resolution

• Noun phrases refer to entities in the world, many pairs 
of noun phrases co-refer:

John Smith, CFO of Prime Corp. since 1986,  

saw  his pay jump 20% to $1.3 million  

as the 57-year-old also became  

the financial services co.’s president.



Applications

• detecting more named entity mentions 
• entity-specific sentiment 
• topic modeling / document clustering 
• document summarization 
• question answering



Kinds of Reference

• Referring expressions 
• John Smith 
• President Smith 
• the president 
• the company’s new executive 

• Free variables 
• Smith saw his pay increase 

• Bound variables  
• The dancer hurt herself.

More interesting 
grammatical 
constraints, 
more linguistic 
theory, easier in 
practice

More common in 
newswire, generally 
harder in practice



Not all NPs are referring!

• Every dancer twisted her knee. 
• (No dancer twisted her knee.) 

• There are three NPs in each of these sentences; 
because the first one is non-referential, the other two 
aren’t either. 









Model

• Mention Pair models 
• Treat coreference chains as a collection 

of pairwise links 
• Make independent pairwise decisions 

and reconcile them in some way (e.g. 
clustering or greedy partitioning)



Mention Pair Models

• Most common machine learning approach 
• Build classifiers over pairs of NPs 

• For each NP, pick a preceding NP or NEW 
• Or, for each NP, choose link or no-link 

• Clean up non transitivity with clustering or graph 
partitioning algorithms 
• E.g.: [Soon et al. 01], [Ng and Cardie 02] 
• Some work has done the classification and clustering jointly 

[McCallum and Wellner 03]





Pairwise Features

[Luo et al. 04]



Coherence relations

• Adjacent sentence pairs come in multiple flavors: 

• John hid Bill’s car keys. 
• He was drunk. [He=Bill?] 
• He was concerned. [He=John?]


